Binary Detection: Multiple Independent

Observations
. . . +
» Consider the example in which we have triangular
pulses and we use 3 samples as shown in Figure
The decis; e s,(1) Si |S12 813
e decision variable is S(t)= or 0 T

S, =[1.0];8,=|-1.0[;Y =Y, 0

0.5 -0.5 Y, |

Z=Y'S~-S, =Y +2Y,+Y,:
ZM=(0.5+N))+2(1+N,)+(0.5+ N;)=3+N,+2N, + N, Y|H,=s,+N,
Z0'=(-0.5+N)+2(-1+ N,)+(-0.5+ N;)=-3+ N, +2N, + N, Y.|H =s5,+N,

. The mean and variance of the decision variables are:
p =3 0,=60y; u,=-3; o,=60,
S :NGL6073); [0 1 N(=3,607%);

fZ|o : N(_3>60'12v); fzu : N(3,60‘§,);

*  The decision thresholdis y =0

*  The probability of error is shown
in the figure as

P, =RF,+EF,

3 0 u =3
—03/+J602)=0(15/52) Jal S :

Modified from Shanmugan: Random Processes 2013 —




Binary Detection: Multiple Independent
Observations : Sub-Optimal Decision rule

» Instead of the optimal decision variable, suppose we use
Sl (t) S S S
Z=Y,+Y,+Y,: g Irers
b Sit)= or 0 T
Z|M"=05+N)+A+N,)+(05+N;)=2+N,+N,+N, T s
Z10'=(<0.5+ N,)+ (=14 N,)+ (<0.5+ N,) = =2+ N, + N, + N, So(0) [\ Jor |50z /0/
« The mean and variance of the decision variables are: R e
=[1.0:5,=|-1.0]; Y =],
=2 O-é :3512\1; Mo =—2; Oé :30-1%1 0.5 -0.5 Y,

S :NQR300); f0 : N(=2,307);

* The decision threshold is , _
« The probability of error is shown in the figure as

T2 : N(=2,307}); fon: N(Q2,307});

E =RE,+ KL,
=0(2/+/362)=0(/1.33/62)
>0/1.5/62)

[The optimum MAP decision rule is better as expected] 20—

Modified from Shanmugan: Random Processes 2013 2
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